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It has been suggested from QSAR data (P. D. Edwards, D. J. Wolanin, D.A. Andisik and M. W. Davis, J. Med. Chem., 
1995, 38, 76) that the inhibition of elastase by peptidyl -ketoheterocyclic inhibitors can occur in two ways, the less 
potent inhibitors forming a non-bonded Michaelis complex and the more potent set a covalently bonded enzyme–substrate 
intermediate. We report QM/MM studies of both binding and reactivity that confirm these findings, showing that the activity 
of the least potent set of inhibitors correlates with the calculated binding energy, and that of the more potent set correlates with 
the stability of the intermediate. These calculations show that QM/MM methods can be successfully employed to understand 
complicated structure-activity relationships and might be employed in the design and assessment of new inhibitors.

Introduction
Computer simulation studies of substrate-protein interactions are 
now recognized as a valuable aid to drug discovery. The potency 
of potential inhibitors is traditionally determined using either 
estimates of the free energy of substrate-protein binding using 
intermolecular potentials1–5 or, to achieve greater computational 
throughput, more phenomenological scoring functions may be 
employed.6–9 Although the latter may not describe the individual 
interactions which contribute to the binding energy particularly 
accurately, they have been successful in predicting relative overall 
binding affinities to complement experimental high throughput 
screening strategies. More rigorous modeling methods, particularly 
those employing quantum mechanics, do not feature strongly in 
the current drug discovery process, perhaps due to the perception 
that such computationally demanding methods do not yield results 
relevant to drug discovery commensurate with their computational 
cost. However, in addition to providing, in principle, more accurate 
non-covalent potentials due in part to the explicit inclusion of 
electronic polarisation, quantum mechanical methods are needed 
to describe reactive processes where covalent interactions develop 
between a substrate and the protein.

In order to model such covalent interactions at the essential level 
of accuracy, without requiring unrealistic computational resources, 
hybrid methods are now widely employed. Here, those parts of 
the system where electron reorganization is crucial, usually the 
enzyme active site and those parts of the substrate directly involved 
in interactions with the protein, are treated at an appropriate level 
of quantum mechanics (QM). The remainder of the system, where 
electronic effects are much less important, is modelled at a less 
computationally demanding level, such as using a molecular 
mechanical (MM) force field. This allows for the inclusion of the 
steric and electrostatic role of the enzyme on the reaction occuring 
at the active site. Thus, unlike quantum mechanical calculations 
of the often small reactive region or those employing uniform 
dielectric fields to describe the environment, these hybrid QM/MM 
methods include explicit interactions with the protein and are now 
being widely used to understand novel enzyme mechanisms such 
as the quantum behaviour of hydrogen tunnelling in a number of 
enzymes.10,11 They have also been shown to be particularly effective 
in understanding the mechanisms of inhibition which require the 
description of a transition state analogue.12

Here we shall explore the value of these QM/MM methods13–15 
as an aid to drug discovery12,16 by using them to help understand 

the molecular origins of the different biological activities of a series 
of inhibitors of a serine protease. Peptidyl -ketoheterocycles are 
known to inhibit the serine protease, human neutrophil elastase 
(HNE)17 which is a major component of the inflammatory defense 
system. Edwards et al.18,19 have found the activities of these 
compounds to vary quite widely with subtle changes in molecular 
structure, and reported inhibition constants (Ki) ranging from 28 nM 
to 88 000 nM (see Table 1). There are two general ways in which 
electrophilic ketones can inhibit HNE (see Fig. 1); the first is by 
the formation of a stable Michaelis complex involving only non-
covalent interactions between the inhibitor and the enzyme. The 
second possibility involves bond breaking and formation associated 
with nucleophilic attack of the inhibitor by the serine residue of the 
protease catalytic triad,20,21 following its deprotonation by histidine, 
leading to a covalent tetrahedral intermediate.22,23 This mechanism 
has been well studied by others24–27 for the natural substrate and may 
occur in either a stepwise or concerted fashion.28–30 The next step in 
the conventional catalytic serine protease mechanism, that of the 
decomposition of the tetrahedral intermediate and hydrolysis of the 
peptide bond, cannot occur for the ketonic inhibitors as their (C–C) 
bond is much stronger than the equivalent (C–N) bond of a natural 
substrate.31 Edwards et al.18 have suggested a link between inhibitor-
potency and the electron withdrawing ability of the heterocyclic 
ring based on a limited quantitative-structure activity relationship 
(QSAR) relating Charton I-values32 to the inhibition constants. 
It was argued that a correlation between potency and the electron 
withdrawing ability of the rings would only be observed for inhibitors 
that form a tetrahedral intermediate. In these cases the electron 
withdrawing group is just two bonds away from the oxyanion and 
provides stabilization of the intermediate via the inductive removal 
of electron density. Inhibitors that function by formation of a non-
bonded Michaelis complex only cannot be distinguished in this way. 
The experimental data, although not conclusive, with a number of 
unexplained outliers, do show that inhibitors with the largest sigma 
values are found to be the most potent. These conclusions will now 
be explored in greater detail using a combination of standard MM 
and hybrid QM/MM computational methods.

 Computational procedures
Model preparation

Computational studies have been carried out to model both non-
covalent and reactive inhibition mechanisms of the seven HNE 
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Pro–Ala–Ala–methoxy succinyl, 1PPG resolved to 2.3 Å).34 This 
substrate binds in a similar orientation within the active site as 
turkey ovomucoid inhibitor,17 used in our earlier inhibitor binding 
study.16 Significant conformational change is not likely since the 
chloromethyl ketone-inhibitor is structurally very similar to the 
peptidyl -ketoheterocyclic inhibitors (X–Val–Pro–Val–Cbz) 
studied here, the primary difference being the replacement of the 
chloromethyl group with a range of heterocyclic rings, denoted 
(X) in Table 1. The inhibitors to be studied were approximated 
by smaller models, (X–Val–Pro–CH3), which are large enough to 
ensure a correct binding orientation within the active site. These 
models retain the major interactions of the substrate with the 
catalytic triad and oxy-anion hole, namely the valine i-Pr sidechain 
with the S1 pocket, and the secondary interaction of the valine 
peptide NH with the S2 position.17 A model of an amide natural 
substrate (CH3–Ala–Val–Nmethylacetamide) was also considered 
for purposes of comparison.

Initial enzyme–substrate models were generated using molecular 
dynamics (MD) simulations and subsequent minimisation, using the 
AMBER force field to remove spurious binding interactions. The 
non-standard parameters required for the unsaturated rings were 
based on similar species in the standard database, whilst torsional 
parameters for the barrier to rotation about the heterocycle-carbonyl 
groups were modified to give values in line with those of the gas 
phase substrate at the HF/6–31G(d) level. ESP atomic charges35 
were obtained for each substrate at the HF/6–31G(d) level. The 
enzyme–substrate models were solvated in a box of approximately 
4500 TIP3P36 water molecules, equilibrated to 300 K using 10 ps of 
MD and a 1 fs timestep, a 12 Å VDW cut-off, constant pressure and 
periodic boundary conditions. This was followed by full minimiza-
tion at the MM level to a rms deviation in the gradients of less than 
1 × 10−2 kcal mol−1 Å−1. Inhibitor-solvent models were also created 
using a box of approximately 400 TIP3P water molecules and 
equilibrated using the same protocols described above.

To estimate the net binding energy of each inhibitor, I (aq), 
to form the Michaelis complex in solution, E–I (aq), we should 
consider the effects of desolvation of the inhibitor and the full 
thermodynamic cycle:

                                              
                                                                                                           
                                                                                                           
                                                                                                           
                                                                                                           
                                                                                                          

However, here we shall only consider the relative binding affinities 
of related inhibitors, and so the contributions can be simplified. 
The relative difference of solvation, Gsolvation, of two similar 
inhibitors, I1 relative to I2, will be approximated by

                        Gsolvation ≈ Eint(I2,aq) − Eint(I1,aq)                        

The relative association energies, Gassociation, can be similarly 
approximated by

              Gassociation ≈ Eint(I2,enzyme) − Eint(I1,enzyme),              

provided that the two inhibitors bind with similar distortion effects. 
Eint(I,aq) and Eint(I,enzyme) are the potential energies of interaction 
of an inhibitor, I, with water and enzyme environments respectively. 
These are taken from the optimized enzyme–inhibitor and solution-
inhibitor structures at the MM level by re-evaluation of the van der 
Waals and electrostatic interaction energies of the inhibitor with the 
enzyme and solvent in each case. Since the number of atoms in the 
enzyme or solvent are the same for each inhibitor, taking the differ-
ence in these interaction energies gives us an estimate of the relative 
binding energy,

                      Gbinding = Gassociation − Gsolvation,                      

which will be positive if I1 is a better inhibitor than I2.

inhibitors shown in Table 1, which were chosen such that the wide 
potency range was sampled as evenly as possible. The first mode 
of inhibition, that of formation of the Michaelis complex, has been 
studied using molecular mechanics with the conventional AMBER 
force field,33 and with the QM/MM method for comparison. The 
second mode of inhibition was studied using the combined QM/MM 
method since it involves the formation of a tetrahedral intermediate. 
To study the equilibrium between the Michaelis complex and the 
tetrahedral complex, we shall consider the energy difference 
between the respective minimum energy structures rather than 
employing a full conformational treatment to obtain free energies. 
As such, our approach is considerably less computationally 
demanding and is more appropriate for rapid screening of candidate 
drug molecules. Neglect of entropic effects is unlikely to affect our 
findings since all of the inhibitors are expected to bind in a similar 
conformation with little structural change.

Since no crystal structure of a peptidyl -ketoheterocyclic 
inhibitor bound to HNE was available, initial models of the inhibitors 
in the active site were constructed from an X-ray crystal structure 
of HNE complexed to a chloromethyl ketone-inhibitor (CCl3–Val–

Fig. 1 Two potential modes of HNE inhibition by the peptidyl -keto-
heterocyclic compounds: via a Michaelis complex or via a stable tetrahedral 
intermediate.

Table 1 Peptidyl -ketoheterocyclic inhibitors, their experimental Ki 
(in nM) and I-values 

Inhibitor No. Heterocycle (X) Ki/nM I-value

1  28 0.38

2  270 0.34

3  4300 0.19

4  16000 0.12

5  22000 0.18

6  80000 0.27

7  88000 —
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QM/MM calculations

We have employed the PM3 Hamiltonian for the bulk of the 
QM/MM calculations since it has previously been shown to be as 
effective as ab initio methods for describing intrinsic substituent 
effects on the acidity of a variety of systems.37 As a similar 
substituent effect is expected to operate in this case to control the 
electrophilicity of these inhibitors, the PM3 method should give 
relative energetics of sufficient accuracy to differentiate between 
the two mechanisms. The QM/MM program, which couples the 
AMBER38 and Gaussian9439 programs together, has been described 
previously,13 together with the way of ‘linking’ the QM and MM 
regions across a covalent junction. Initial QM/MM models of the 
Michaelis complexes of the seven inhibitors and of the natural 
substrate were constructed from the minimised MM structures. 
All atoms (except link atoms) within the QM regions were fully 
geometry optimized in the presence of the enzyme environment.

Relative binding energies of the substrates at the QM/MM level 
were computed in a similar way to the classical MM estimates, 
using the same enzyme and solution configurations. In each case 
the geometry of each substrate was fully optimized within both 
the enzyme and solution at the QM/MM level using the PM3 
(QM) Hamiltonian and the environment used in the MM study. 
In these calculations the net binding energy will include changes 
in the internal energy of the inhibitor arising from both geometric 
distortion and electronic polarization due to interaction with the 
environment, which are absent in the classical MM studies.

We now describe the QM/MM calculations carried out to 
investigate the alternative inhibition mechanism, that of formation 
of the tetrahedral intermediate. Here it is necessary to use a quite 
extensive QM region (Fig. 2) such that the most important residues 
in the active site are treated quantum mechanically. The QM region 
comprised the substrate (X–Val–Pro–CH3), the functional groups 
of the catalytic triad (Asp102, His 57) and the oxy-anion hole (Gly 
193, Ser 195 and backbone of Asp 194). This gives a QM region of 
between 90–95 atoms depending on the inhibitor. Hydrogen (link) 
atoms40 were used to terminate either the C or C (Fig. 2) atoms 
in the residues that occur at the boundary between the QM and 
MM regions. Optimised structures for the tetrahedral complexes 
for six inhibitors and the natural substrate were then found at the 
same level. This was not done for inhibitor 7 since the binding 
conformation of the bulky heterocycle prevents the formation of a 
hydrogen bond between His 57 and Ser 195 which is essential for 
the reaction to occur. The potential energy difference between the 
tetrahedral intermediate and the Michaelis complex, (the reaction 
energy), will be used to assess the potency of the inhibitors via 
a reactive mechanism. Large endothermic reaction energies 
will naturally favour binding of the Michaelis complex and the 
inhibition constants will depend less upon a reactive mechanism. 
A stable tetrahedral complex can potentially offer an alternative 
mechanism to lower inhibition constants and increase potency.

To study any differences in the reaction mechanism of the natural 
substrate and the most potent inhibitor 1, stationary points corres-
ponding to the Michaelis complex, transition state and tetrahedral 
intermediate were calculated along each reaction pathway. Potential 
energy surfaces (PES) were also constructed by varying the two 

distances associated with the bond breaking and forming parts of the 
reaction, namely the distance between the N(2) atom of His 57 and 
the hydroxyl hydrogen of Ser 195, and that between the hydroxyl 
oxygen of Ser 195 and the carbonyl carbon of the substrate. Both 
these distances were incremented in steps of approximately 0.3 Å 
from the Michaelis complex to the tetrahedral intermediate structure 
and at each point the remaining geometrical parameters were 
optimised. The transition states and intermediates on the surface 
were subsequently refined without restraints and characterized 
as minima or transition states by the calculation of vibrational 
frequencies.

To assess the reliability of the PM3 Hamiltonian used in these 
calculations, the reaction between the natural substrate and the 
enzyme was studied using a density functional method involving 
the B3LYP functional and a 6–31G(d) basis set.

Results and discussion
Inhibitor binding energies

We first discuss the enzyme–inhibitor binding energies which will 
be a reflection of the relative preference of the inhibitor for either the 
aqueous phase or for the enzyme. As previously noted, our approach 
will neglect entropic effects which we would only expect to be 
important for substrates which are structurally diverse.1,41–43 In our 
studies non-enthalpic effects should be similar due to the considerable 
homology of the inhibitors which are all neutral, of similar size and 
quite hydrophobic, differing only in their heterocyclic rings.

In Table 2 we present binding energies for the series of inhibitors 
relative to the least potent inhibitor, 7. The correlation between ln Ki 
and binding energies is similar for both MM and QM/MM models. 
We see that for the weaker inhibitors (3 to 7) with Ki values above 
4000 nM there is a good correlation between the binding energy 
and ln Ki, which is absent for the more potent inhibitors (1 and 2) 
(Fig. 3). The binding energy of inhibitor 6 is found to correlate 
poorly with the experimental Ki value, possibly as a result of more 
subtle free energy and desolvation effects which are not included 
here. This inhibitor has a significant effect on the statistical error 
of our correlations due to the relatively small number of data points 
used. The QM/MM results do not show any improvement over the 
MM method and the R2 values associated with the QM/MM and 
MM correlations are 0.54 and 0.69, respectively.

Fig. 2 QM region used in the QM/MM calculations. Inhibitor 1 is shown 
where R is Val–Pro–CH3. Link atoms are circled.

Table 2 QM/MM and MM enzyme binding energies (in kcal mol−1) 
relative to the inhibitor 7

Inhibitor QM/MM binding energy MM binding energy

1 3.8 8.3
2 4.6 5.1
3 10.5 15.2
4 6.8 7.4
5 1.9 1.8
6 6.3 5.3
7 0.0 0.0

Fig. 3 Plot of −ln(Ki) against binding energy (relative to inhibitor 7) at 
the MM level. Inhibitors 1–2 are represented by triangles and inhibitors 
3–7 by squares.
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 The data in Table 2 show that the six inhibitors interact with 
the enzyme almost to the same extent although closer inspection 
of the absolute interaction energies shows that there is less 
variation between the MM interaction energies for the enzyme 
(74.5 ± 1.9 kcal mol−1) than for solution (71.7 ± 4.5 kcal mol−1). 
This is because the total interaction energy is dominated by the 
common peptide fragment. In the Michaelis complex there is little 
flexibility to allow the more polar heterocyclic rings to assume more 
favourable conformations. However in solution the heterocyclic 
rings have more freedom to interact with the mobile water 
molecules and thus largely dictate the overall binding energies. We 
can see that inhibitors 1, 2 and 6 have moderate binding energies 
and that each interacts with solution and the enzyme to a similar 
extent. Inhibitors 3 and 4, and to a lesser extent 5, interact better 
with the enzyme relative to solution, resulting in greater binding 
energies. Conversely, the sterically hindered inhibitor 7 interacts 
much better with solution than the enzyme, reducing its affinity for 
the enzyme significantly.

Interestingly, inhibitor 4 is found to be more potent than 5, in 
agreement with experiment, even though it does not have as many 
hydrogen bond donors to interact within the active site. It is unlikely 
that the increased potency of 4 relative to 5 can be attributed to 
its greater reactivity since it also has a less electron withdrawing 
heterocycle and we would expect it to form a less exothermic 
tetrahedral intermediate. The reason for the increased potency of 4 
is likely to be a result of its greater affinity for the enzyme than 
solution due to its relative hydrophobicity and not due to a more 
complimentary active site structure. This can be seen when the 
interaction energies are decomposed showing that although the 
pyridine ring of 5 interacts better with the enzyme than does 
the phenyl ring of 4 (by ~2 kcal mol−1), inhibitor 5 also interacts 
with solution (by ~7.7 kcal mol−1) more strongly than 4. Thus the net 
effect is that binding of 4 is more favourable by ~ 5.6 kcal mol−1.

Overall the calculated interaction energies suggest that the less 
potent set of inhibitors (3 to 7) inhibit via a binding mode and the 
more potent set (1 and 2) do not. While the binding energies do not 
provide insight into the mechanism of inhibition of the more potent 
set, they do show that if we wish to explain the activity of the more 
potent set via a binding mechanism, their binding energies would 
need to be considerably larger than those of the most strongly bound 
inhibitors, in the region of 24 to 40 kcal mol−1 relative to inhibitor 
7. Furthermore, we find the cut-off between those that inhibit via 
binding and those that do not to be between 300–4000 nM which is 
in good agreement with the 1000 nM cutoff suggested by Edwards 
et al..19 Unfortunately, it was not possible to narrow this range 
further due to the lack of any measured inhibitors in this range. We 
next consider the inhibitors in terms of their relative reactivities.

Inhibitor reactivity

We first discuss the accuracy of the PM3 Hamiltonian44 by comparing 
the reaction energies for the formation of a tetrahedral intermediate 
from the natural substrate at this level and at the higher B3LYP/
6–31G(d) level.45,46 In table 3 we present energies for the stationary 
points relative to the Michaelis complex (MICO) found with the 
QM(PM3)/MM method. Energies at the QM(B3LYP/6–31G(d))/
MM level at these geometries are shown for comparison. The first 

step, corresponding to transfer of a proton from Ser 195 to His 57 
to form a structure labelled PTMICO (via transition state TS1), 
requires 15.6 kcal mol−1 at the PM3 level which is slightly greater 
than the value found by others.28 At the B3LYP/6–31G(d)//PM3 
level a comparable value of 12.4 kcal mol−1 was found but the lower 
energy of the TS1 structure suggests that the higher energy PM3 
stationary point corresponding to PTMICO is likely to be an artifact 
of the semi-empirical method. Full optimization at the HF/3–21G 
level shows that PTMICO is not a minimum at a higher level. This 
discrepency will not affect our discussions regarding the relative 
reactivity of the inhibitors since this step is not rate determining.

If we compare the overall reaction barrier corresponding to 
subsequent nucleophilic attack via transition state (TS2), and the 
overall reaction energy to form the tetrahedral intermediate (TET), 
we note that the PM3 energies are not significantly different to those 
at the B3LYP/6–31G(d) level, the reaction barriers being 27.2 and 
30.1 kcal mol−1 at the two levels respectively. The reaction energies 
are in even closer agreement, 24.6 and 26.0 kcal mol−1 respectively, 
giving us confidence that the PM3 method can predict the relative 
reactivity of the inhibitors.

Inhibitor–tetrahedral complex

We now turn our attention to the study of an inhibition mechanism 
through reaction to form an unreactive tetrahedral complex, 
analagous to the tetrahedral intermediate which is formed with 
the natural substrate. Although the potency of reactive inhibitors 
will depend to some extent upon the forward and backward barrier 
heights, for similarly reactive inhibitors we might expect the 
potency to be particularly influenced by the competitive binding of 
the tetrahedral and Michaelis complexes as a result of their relative 
thermodynamic stabilities. Table 4 summarises the calculated 
reaction energies (energies of the tetrahedral complexes relative to 
those of the Michaelis complexes) and the forward barrier heights. 
The barrier heights are similar for all of the inhibitors considered, 
indicating that their value does not control the degree of inhibition.

On analysis of the reaction energies to form the six tetrahedral 
complexes (1–6) (Fig. 4) we find that inhibitors 1 and 2 form less 
endothermic intermediates than 3 to 6 which correlates with their 
large experimental potency. There does not appear to be a strong 
correlation between the reaction energies and experimental potencies 
of the set 4 to 6 which adds further support to the suggestion that the 
activity of this set is primarily determined by formation of a non-
bonded Michaelis complex in agreement with the findings of our 
binding study. However, we do not rule out the possibility that the 
activity of these ketonic inhibitors may arise from both mechanisms 
seeing that inhibitor 3 has the lowest predicted binding energy and 
is also found to be moderately reactive. Since the only structural 
differences between the six inhibitors are the heterocyclic rings 
we show a plot of the I-value of the rings against the reaction 
energy (Fig. 5). We observe a strong correlation although there is 
no correlation of potency (Ki) with the reaction energy for those 
above the cut-off value of 1000 nM. We also show in Fig. 6 that 
the experimentally derived I-values of the heterocyclic rings do 
indeed follow the computed absolute charge of the heterocycles in 
the tetrahedral intermediate so that the greater the inductive removal 
of electron density from the oxyanion onto the heterocyclic rings, 
the more stable is the intermediate.

Thus, our calculations suggest that for potent inhibition of HNE, 
ketonic heterocyclic inhibitors need I values greater than ~0.30 

Table 3 Relative energies (in kcal mol−1) of stationary states on the natural 
substrate reaction potential energy surface relative to the Michaelis complex 
at the QM(PM3)/MM and QM(B3LYP/6–31G(d)//PM3)/MM levels.

Structurea PM3 energy B3LYP/6–31G(d) energy

MICO 0.0 0.0
TS1 21.6 7.7
PT-MICO 15.6 12.4
TS2 27.2 30.1
TET 24.6 26.0

a Michaelis complex (MICO), transition state 1 (TS1), proton transfer 
Michaelis complex (PTMICO), transition state 2 (TS2) and the tetrahedral 
intermediate (TET).

Table 4 Reaction energies and the barrier heights (kcal mol−1) for the six 
inhibitors using the QM(PM3)/MM method

Inhibitor no. Reaction energy Forward Barrier

1 5.2 21.0
2 6.4 22.5
3 11.4 23.6
4 19.5 23.7
5 16.6 24.9
6 12.2 22.3
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for formation of a stable tetrahedral intermediate. However this 
effectively means the potency of this type of inhibitor will be 
restricted to the M range given that there is a limit on how electron 
withdrawing small heterocyclic rings can be.

Since the heterocyclic rings inductively remove electron density 
through the -bond network, we do not observe this stabilizing 
effect in the transition states (Table 4), where the (C–O) bond of 
the substrate is not fully formed. This means that the majority of the 
active site negative charge is maintained on the serine nucleophile 
and not on the substrate carbonyl, preventing the heterocyclic rings 
from inductively removing electron density to the same extent 
observed in the tetrahedral intermediate. This explains why all of 
the transition states are found at a similar energy (21–25 kcal mol−1) 
compared to the Michaelis complexes.

In general, the tetrahedral complexes optimized at the 
QM/MM level are similar to X-ray crystal structures reported 
by Edwards et al..18 These include two strong hydrogen-bonds 
between the oxyanion and oxyanion hole and the formation of an 
interaction, where possible, between the inhibitor heterocycle and 
the protonated imidazolium cation of His 57. For example, our 

computed tetrahedral intermediate of inhibitor 1, which has an 
oxazole heterocycle attached to its valine carbonyl, is remarkably 
similar to the experimental X-ray crystal structure of porcine 
pancreatic elastase complexed with a peptidyl -keto-benzoxazole 
inhibitor.18 In this case the key interaction between His 57 N(2) 
and N(2) of the oxazole inhibitor is found to be at 3.0 Å in good 
quantitative agreement with the experimental distance of 2.8 Å for 
the benzoxazole inhibitor.

Mechanistic pathways

In Fig. 7 we plot potential energy surfaces corresponding to (a) the 
natural substrate and (b) inhibitor 1 for the proton transfer and 
nucleophilic attack. The approximate minimum energy pathways, 
leading from the Michaelis complex to the tetrahedral complex 
for each substrate can be seen to vary considerably in character. 
Nucleophilic attack by Ser 195 on the carbonyl of the natural 
substrate is a higher energy process than proton transfer from 
Ser 195 to His 57. In contrast, for inhibitor 1 both processes are 
quite similar energetically. The energy of the transition state for 
the natural substrate and inhibitor, relative to their Michaelis 
complexes, are 27.2 and 21.0 kcal mol−1 respectively.

The differences between the two potential energy surfaces are 
most pronounced in the final stage of the nucleophilic (C–O) 
coordinate, between 2.2–1.5 Å, where the electron withdrawing 
effect of the inhibitor’s heterocycle can begin to stabilize the 

Fig. 4 QM(PM3)/MM reaction energies (in kcal mol−1) plotted against 
−ln(Ki/nM).

Fig. 5 QM(PM3)/MM reaction energies plotted against the I value of 
the heterocycle.

Fig. 6 The total Mulliken charge of the heterocycle plotted against I.

Fig. 7 QM(PM3)/MM potential energy surfaces for the natural substrate 
and inhibitor 1. The black arrows represent approximate minimum energy 
pathways from the Michaelis complex (MICO) to the tetrahedral complex 
(TET).
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resulting structures, particularly the increased oxyanion character 
of the carbonyl. Thus the transition state of the natural substrate, as 
noted previously,47 is found close to the tetrahedral intermediate on 
the potential energy surface and is therefore energetically similar. 
The transition states of the inhibitors (1–6) are found to favour a 
more concerted mechanism with (C–O) distances between 2.11–
2.22 Å, as opposed to 1.75 Å in the natural substrate.

Our minimum energy profile for the natural substrate conflicts 
with the original gas phase PM3 calculations of Daggett et al.,48 but 
is in broad agreement with recent higher level QM/MM studies29,49 
which suggest a concerted reaction within the enzyme and which 
predict lower free energy barriers. We must therefore be cautious 
with regard to the absolute reaction profiles since, in the case of the 
natural substrate, the PM3 method does appear to predict a stable 
proton transfer intermediate although the surfaces are relatively flat 
in this region. Despite this uncertainty, comparison of the natural 
substrate and inhibitor potential energy surfaces does highlight 
potentially important differerences in the profiles consistent 
with the stabilising effect of the heterocycle as the tetrahedral 
intermediate is formed.

Conclusions
Prompted by the research of Edwards et al.,19 binding energy and 
reactivity calculations have been performed on a series of inhibitors 
of HNE in an attempt to elucidate the mechanism of inhibition. 
Using QM/MM methods, we find that the potency of the inhibitors 
with the most electron withdrawing heterocycles correlates with the 
stability of the tetrahedral complexes whilst the potency of those 
inhibitors with only weakly electron withdrawing heterocycles and 
very endothermic reaction energies correlates with the calculated 
binding energy of the Michaelis complex. Thus we conclude that 
inhibitors with experimental Ki values above ~1000 nM will inhibit 
via a binding mode, while those with Ki values below 1000 nM will 
do so by reaction at the active site to form the tetrahedral complex 
(transition state analogue).

It is apparent from these results that the hybrid QM/MM 
technique may be successfully used to explain enzyme-inhibition 
mechanisms where a transition state analogue can form. Given that 
we can now routinely analyze relatively large numbers of molecules 
using the approach outlined in this paper, we believe the QM/MM 
method could now be reliably considered for predictive structure 
based drug design.

We thank EPSRC for support of this research.
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